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Abstract. At present, wireless sensor networks are widely used in passive target localization. Aiming at the 

problem of low positioning accuracy in the compressed sensing localization algorithm based on Bayesian 

learning, a multi-target localization technology fused with clustering algorithm is proposed. Firstly, the multi-

target problem is transformed into sparse signal reconstruction problem by Using Bayesian learning 

algorithm. Then, based on the target location obtained by multiple sparse recovery, clustering operation is 

performed to achieve accurate location. Simulation results show that the proposed method improves 

positioning accuracy and has strong robustness. 
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1. Introduction  

In recent years, with the increasing demand for location based services (LBS), precise positioning 

technology has received more and more urgent attention[1]. At present, the most widely used positioning 

technology is the Global Navigation Satellite System (GNSS), which implements the positioning function 

according to the wireless signal sent by the navigation satellite [2].In the case of occlusion and non-line of 

sight distance, the positioning performance will be greatly affected [3]. In order to solve the problem of 

limited positioning of GNSS under obstruction, wireless sensor networks (Wireless Sensor Networks, WSN) 

have been applied to DFL, and are gradually used in indoor positioning, wildlife tracking, intruder 

monitoring, and survivor search and rescue scenarios. Development [4]. 

Passive and passive target positioning based on wireless signals can be based on the time of arrival 

(Time Of Arrival, TOA) [5], Time Difference Of Arrival (TDOA) [6], Angle Of Arrival (AOA) [7], 

Received Signal Strength (RSS) [8] and other signal indicators to obtain measurement data, and estimate the 

target position by analyzing the influence of wireless signals. 

At present, DFL technologies based on WSN can be classified into four categories: (1) Passive target 

location technology based on geometric structure [9]; (2) Passive target location technology based on 

fingerprint [10]; (3) Wireless layer based Passive target location technology based on radio Tomographic 

Imaging (RTI) [11]; (4) Passive target location technology based on Compressive Sensing (CS) [12]. CS 

technology provides a new idea for realizing DFL. In CS-based DFL, only a small amount of measurement 

data can be collected to reconstruct the target position vector with high probability. 

One of the keys to the construction of the observation matrix in CS is that the observation matrix and the 

sparse representation matrix satisfy the restricted equidistant characteristic (RIP) characteristics. The 

stronger the RIP attribute, the higher the reconstruction accuracy.  

The sparse reconstruction algorithm in CS is the core of CS theory and the key to reconstruct the original  

signal. There are currently three representative sparse reconstruction algorithms: Basic Pursuit (BP) 

algorithm [13], Orthogonal matching pursuit (OMP) algorithm [14] and Sparse Bayesian Learning (SBL) 

algorithm [15]. The SBL algorithm can not only reconstruct the sparse signal, but also realize the estimation 

of the noise, increase the credibility of the signal, and the algorithm can still maintain good reconstruction 

performance when the RIP is weak. Among them, the sparse reconstruction algorithm based on Variational 
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Bayesian Inference (VBI) shows a good reconstruction effect. Therefore, this technology uses a VBI-based 

sparse reconstruction algorithm for CS reconstruction. 

However, although the CS multi-target positioning technology based on the VBI sparse reconstruction 

algorithm [16] can realize the positioning function, However, although the CS multi-target positioning 

technology based on the VBI sparse reconstruction algorithm can realize the positioning function, it still 

cannot achieve precise positioning. 

In response to the above problems, this paper proposes a multi-target positioning technology based on 

the clustering algorithm. The main contributions of this article are: 

(1) The clustering algorithm has good compatibility with the target location optimization problem. The 

effective combination of the clustering algorithm realizes the accurate estimation of the target 

position without increasing the complexity of the algorithm. 

(2) This algorithm can effectively resist noise and enhance positioning stability. 

2. Compressed Sensing Theory  

2.1. Basic Problem Description 

If a signal contains at most K non-zero elements, and K is much smaller than N(N K) ,it is a K-order 

sparse signal. According to the definition, the set of K-order sparse signals can be expressed as: 

 0
:K K =                                                                  (1) 

For the sparse signal  , the observation matrix 
M N  is under-sampled at a rate lower than the 

Nyquist sampling rate to obtain the observation vector 
M 1y  . According to the theory of compressed 

sensing, the original signal   can be reconstructed with high probability according to the observation vector 

y . Specifically, the observation vector can be expressed as the following form: 

  y  = +                                                                   (2) 

where
M 1  is the measurement noise vector. Figure 1 shows the sparse signal perception model. 

Among them, the M-dimensional observation vector y can be represented by the observation matrix   and 

the sparse signal  . 

 
Fig. 1: Sparse Signal Perception Model 

2.2. Sparse Reconstruction Algorithm 

The sparse reconstruction algorithm is the key to reconstruct the original signal. It is that the observation 

value y  obtained by the observation matrix   is under-sampled data. Using the compressed sensing sparse 

reconstruction algorithm, the most sparse signal can be solved as the reconstructed signal   when the 

measurement noise  , the observation matrix  , and the observation vector y are known. The specific 

expression is: 

0
min

s
 , s.t. y  = +                                                   (3) 
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In order to measure the sparsity of signal  , the number of non-zero elements in the signal, the 0  norm of 

  is used as the sparsity index. 

The measurement model of the sparse vector reconstruction algorithm based on variational Bayesian 

inference is as follows: 

 y   = + +（1）（1） （2）（2）
                                                   (4) 

where 
M N （1）

 and 
M N （2）

 are known matrices; 1N   are measurement noise vectors; 
N 1 （1）

 and 
N 1 （2）

 are sparse representation coefficients. According to the dictionary 

environment parameter values, vectors （1） and （2） have a common support set {1,2,..., }N . In this 

sparse representation model, in order to estimate the target position vector  , （1）and （2） need to be 

reconstructed at the same time to obtain the common support set of the two to realize joint sparse 

reconstruction. In order to induce the joint sparsity of （1） and （2）, we established a two-layer Gaussian 

prior model. The two-level prior distribution can be expressed as: 

(1) (1)( ; , ) ( | ) ( ; , )dp a p p a b b                                               (5) 

(2) (2)( ; , ) ( | ) ( ; , )dp a p p a b b                                               (6) 

where 
1

n  represents the variance of the 
(1)  and nth component 

(1)

nw , And define 

1 2[ , ,..., ]T

N  α .
(2) (1)

n nw w , The variance of 
(2)

nw  is 
2 1

n , and   represents the ratio of the 

minimum signal attenuation to the maximum signal attenuation on the link. 

 
1

(1) (1) (1)2 2
1

( | ) (2 ) exp( ( )
2

N

Tp                                           (7) 

1
(2) (2) (2)2 2

1
( | ) (2 ) exp( ( )

2

N

Tp                                          (8) 

where ( )diag  .   1

1

1
( ; , ) .exp( )

( )

N
a a

n n n n
n

p a d b
a

 


b                                          (9) 

where a  and nb  are the parameters of the 
n  prior distribution, and 1[ , , ]T

Nb bb . 
1

0
( ) da xa x e x  represents the gamma function. 

Using variational Bayesian inference to estimate the posterior distribution of hidden variables, it can be 

expressed as: 

(1) (1) (1) (1)( ) ( | , )q w w Σμ                                                    (10) 

where 
(1) (1) (1) (2) (2)

( )
( ) ( )T

q 
 Σ Ψ y Ψ                                        (11) 

  
1(1) (1) (1)

( ) ( )
( )T

q q
Σ Ψ Ψ Λ


                                           (12) 

(1)
μ  is the mean vector of the posterior distribution of 

(1)
w , and 

(1)
Σ  is the covariance matrix of the 

posterior distribution of 
(1)

w . 

(2) (2) (2) (2)( ) ( | , )q w w Σμ                                                   (13) 

where 
(2) (2) (2) (1) (1)

( )
( ) ( )T

q 
 Σ Ψ y Ψ                                       (14) 

  
1(2) (2) (2)

( ) ( )
( )T

q q
Σ Ψ Ψ Λ


                                         (15) 

where 
(2)
μ  is the mean vector of the posterior distribution of 

(2)
w , and 

(2)
Σ  is the covariance matrix of 

the posterior distribution of 
(2)

w . 
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( ) Gamma( | , )q c d                                                     (16) 

where                                                                           
2

M
c c                                                                (17) 

      
2

(1) (1) (2) (2) (1) (1) (1) (2) (2) (2)

2
tr ( ) tr ( )T Ty Ψ Ψ Ψ Σ Ψ Ψ Σ Ψμ μ                             (18) 

c  and d  are the deterministic parameters of the posterior distribution of  , which can be expressed 

as： 

 
( )q

c

d
                                                              (19) 

1

( ) Gamma( | , )
N

n n

n

q a bα                                                (20) 

where                                                                              1a a                                                                (21)             2 21 1 2 2

, ,

1 1 1 1

2 2 2 2
n n n n n n n nb b                                           (22) 

a  and nb  are the deterministic parameters of the posterior distribution of  , and 1[ , , ]T

Nb bb .
  1

n
（）

 and   2

n
（ ）

 represent the nth component of 
(1)
μ  and 

(2) , respectively. 
1

,n n（）
 and 

  2

,n n（ ）
 represent the nth main 

diagonal element of 
(1)
Σ  and 

(2)
Σ , respectively. 

Based on the above results, the sparse vector can be reconstructed by iteratively updating the hidden 

variables 
(1)

w , 
(2)

w  and the posterior distributions of   and α . 

3. Clustering Algorithm  

Clustering algorithm is a method of statistical classification of research objects. According to the 

similarity of research objects, objects with similar characteristics are classified into the same category 

(cluster). This paper uses the K-means clustering algorithm in the clustering algorithm. Specific steps are as 

follows: 

Step 1: The initial cluster center point. Select K data points from the data points as the initial cluster 

center points. 

Step 2: According to the Euclidean distance to K cluster center points, the data points are assigned to the 

cluster center point with the shortest Euclidean distance to form K clusters. 

Step 3: Update the cluster center point. Calculate the arithmetic average of the data points in each cluster, 

and use the arithmetic average point as the new cluster center point to update the cluster center point, and 

calculate the distance and the distance from all points to the respective cluster center point after the 

clustering is completed. . 

Step 4: Iteratively update and stop. Compare whether the sum of the distances from all points to the 

respective cluster center points after two clusters before and after the cluster is equal, if they are not equal, 

update the cluster and the cluster center points circularly, if they are the same, end the loop. 

Step 5: The output result is the position of the cluster center point. 

4. Multi-target Positioning Technology Fused with Clustering Algorithm  

4.1. Positioning Model 

The multi-target localization model fused with Clustering Algorithm (CA) is shown in Figure 2. First, 

grid the ground monitoring area. Divide the monitoring area into N square grids of the same size, namely 

1,2,3，…,n, …,N. The N-dimensional vector N 1   is used to characterize the K target position information. 

Because K is much smaller than N, N 1   is a sparse vector. If there is a target in the nth grid in the grid, the 

256



  

nth component of the sparse vector N 1   is set to 1, that is, 
n =1 , and the rest are 0. And the center point of 

the grid is specified as the estimated target position. 

 
Fig. 2: Passive target localization model fused with clustering algorithm 

The sensors deployed around the monitoring area are used to collect the RSS changes of M wireless links 

in the monitoring area to reflect the shadow effect caused by the target and estimate the target position. K 

targets are randomly placed in the monitoring area, and the RSS change value on the m-th wireless link is 

measured. According to the formula, the received signal strength variation R t

m  of the m-th link at any time 

t can be expressed as: 

R t

m m mC v =  +                                                           (23) 

where mC  represents the amount of signal attenuation in time t, and 
mv  represents the change in the 

measured noise during the time t. It can be seen from the above that the received signal strength is only 

related to the target position and the change in measurement noise. Since there is no target in the monitoring 

area at the initial time 
0t , there are: 

t

m mC C =                                                                   (24) 

where 
t

mC  represents the received signal strength value on the m-th link at time t. 

Because the signal received by the wireless sensor is affected by multiple targets at the same time, when 

there are multiple targets in the monitoring area, and each target satisfies the sparse distribution, it can be 

considered as a linear superposition of the shadow effect caused by multiple targets on the m-th link , Then 

the change of received signal strength on the m-th wireless link is calculated by the formula as: 

,

1

N
t

m n m n

n

C  
=

=                                                              (25) 

where n  represents the nth element of the target position vector 
1N  . ,m n  is the sparse 

representation of the ( , )m n  element of dictionary 
M N . According to the formula, the received signal 

strength change on M links can be expressed as: 

y  = +                                                                (26) 

where 
1My   is the observation vector, and its m-th element is 

t

m my R=  ; 
M 1   is the noise 

vector, and its m-th element is m mv =  ;   is a K-order sparse vector. 

4.2. Saddle Model Dictionary 

The schematic diagram of the target influence area of the saddle model is shown in Figure 3. 
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Fig. 3: Schematic diagram of the affected area of the saddle model 

The affected area of the saddle model is elliptical. The semi-major axis of the ellipse is 1 , the semi-

minor axis is 2 , and the midpoint of the link is the origin, and the line of sight of the link is the horizontal 

axis to establish a U V−  coordinate system. The grid satisfies the conditions: 

2 2

, ,

2 2

1 2

1
m n m nU V

 
+                                                                (27) 

where , ,( , )m n m nU V  represents the coordinate of the grid n relative to the link m, and the dark color 

represents the grid that meets the constraint conditions. For a grid in an elliptical area, if there is a target in 

the grid, its influence on the received signal strength on link m can be expressed as: 

2

,2

, ,2 2

1 2

1
1

m nm
m n m n m

V
U 

 

  −
= + −    

  

                                            (28) 

where   is the maximum attenuation of the received signal strength, and 
m  is the ratio of the 

minimum signal attenuation on the link to  . 

4.3. Mesh Pruning Mechanism in Sparse Restoration 

Due to the influence of noise, the reconstructed sparse vector ̂  will be less strictly sparse. Noise 

interference can be eliminated by threshold setting th , and get the ideal reconstructed sparse vector ̂  and 

target position 1p . The estimation formula of the support set ̂  of the target position vector is as follows: 

ˆ[ ]ˆ 20lg
ˆmax[ ]

n
th

i
i

n 

  
   =  

    

θ

θ

                                                   (29) 

After trimming, the support set of the target position can be obtained, and the target position can be 

estimated. The coordinate set is as follows: 

 ˆ( , )n nx y n                                                                (30) 

Compressed sensing positioning technology to obtain 10 sets of target positions, namely 1p … 10p , and 

renumber these coordinates as: 1 2 10 1 2 10( , ,... ,..., ; , ,... ,..., )i K i Kp x x x x y y y y=  Use these 10 sets of data as the initial 

clustering points of the clustering algorithm for clustering operations. First initialize the data and set the 

initial clustering center point. In order to reduce the number of iterations, the initial clustering center point 

we set should not be too concentrated, so we use the first estimated K target estimated points as the initial 

clustering center point. Then the data points are clustered according to the Euclidean distance between each 

point and the K cluster center points. The Euclidean distance formula is as follows: 

2 2( ) ( )ik i k i kd x x y y= − + −                                                 (31) 
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where ( , )i ix y  represents the coordinates of the i-th data point, 1,2,...,10i K= ; ( , )k kx y  represents the 

coordinates of the k-th cluster center point, 1,2,...,k K= ; ikd represents the Euclidean distance from the i-th 

data point to the k-th cluster center point. The corresponding data points in the clusters are expressed as: 

1 2 1, 2( , ,...; ,...)k k k k kc x x y y= .The number of data points in the cluster is variable. After the classification is 

completed, the sum of the distances D from all points to the respective cluster centers is calculated: 

min

1

K

i

i

D d
=

=                                                               (32) 

The way to update cluster center point ( , )k kx y  is to take the arithmetic average of the data points in 

each cluster. Because the number of data points in the cluster is uncertain, we assume it is m, then: 

1

1 m

k ki

i

x x
m =

=                                                              (33) 

1

1 m

k ki

i

y y
m =

=                                                              (34) 

Update the coordinates of the data points and the cluster center in the cluster, and loop iteratively until 

the iterative conditions are met, and then jump out of the loop. 

Finally, output the result: record the coordinates of the last cluster center point and use it as the final 

estimated target position 1 2 1 2( , ,..., ; , ,..., )K Kp x x x y y y= . 

5. Experimental Simulation and Result Analysis  

This section verifies the performance of the proposed positioning algorithm through simulation. Among 

them, the target monitoring area is a 14m×14m square area, which is divided into N=784 square grids of the 

same size, and the number of links covering this area is M=56.Assume ( )m f  is additive white Gaussian 

noise, and define the signal-to-noise ratio. 
2

2
( ) 10lg( /

f

SNR dB  2)M . In order to evaluate the 

positioning performance of this algorithm, the average positioning error (ALE) and accuracy are respectively 

defined as the evaluation indicators. ALE is the average Euclidean distance between the estimated target 

position value and the true position value; the accuracy rate is the percentage of correct estimation between 

the estimated target position value and the true position value. The results are as follows: 

 
Fig.4: The localization result map of the fusion clustering operation 

By comparing the estimated target position of the final clustering center point with the actual target 

position, it can be seen that the multi-target positioning technology fused with the clustering algorithm 

accurately estimates the true target position and realizes the precise positioning of multiple targets. 
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Fig.5 Comparison of positioning errors of several positioning algorithms 

Figure 5 shows a comparison chart of the average positioning errors of various algorithms under 

different conditions of sex-to-noise ratios obtained after multiple experiments. It can be seen that this method 

has obvious advantages compared with other types of methods. Longitudinal comparison shows that in the 

15dB-35dB signal-to-noise ratio range, the average positioning error of this method is always lower than that 

of the other four methods. Moreover, it can be seen that this method has stronger anti-interference ability 

compared with other methods. When it is greater than or equal to 25dB, the positioning error of this method 

is almost stable within 0.2-0.3m. It can be seen that this method is a positioning technology with high 

positioning accuracy and strong anti-interference ability. 

 
Fig.6: Comparison of positioning accuracy of several positioning algorithms 

Figure 6 is a comparison chart of the accuracy of various algorithms under different signal-to-noise ratio 

conditions. It can be seen more clearly that the proposed method has outstanding advantages in positioning 

accuracy. After a signal-to-noise ratio greater than 25dB, the positioning is accurate. The performance is as 

high as 95%, which shows that the positioning accuracy of this method is relatively high. 

Based on the analysis of the above results, the multi-target positioning technology fused with the 

clustering algorithm not only has high positioning accuracy, but also has strong anti-interference ability. In 

addition, the clustering algorithm is used to achieve the goal of optimizing the target positioning problem 

without increasing the complexity of the algorithm, and it provides a new idea for the subsequent 

improvement of positioning accuracy and anti-interference ability. 
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